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How to ensure fairness in algorithmic decision making
models is an important task in machine learning.
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Step 1: data collection

Why ?

▪ Decision 𝒀𝟏 will affect values of 𝑿𝟐

▪ Distribution 𝑿𝟐 Distribution 𝑿𝟐

(fair classifier)

(fair classifier)

Step 2: offline training and evaluation (separately)

Step 3: deploy and make decisions on new data

(fair)

(unfair)

What if we build fair model for each task 
independently?

(𝑋1, 𝑌1) (𝑋2, 𝑌2)
(𝑋1, 𝑌1) ⟹ ℎ1

(𝑋2, 𝑌2) ⟹ ℎ2
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Proposed Solution

Core idea: leverage Pearl’s structural causal model (SCM), treat 
each decision model as a soft intervention and infer the post-
intervention distributions to formulate the loss function as well 
as the fairness constraints.
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Using Soft Interventions to Simulate 
Decision Model Deployments

• In general, we have 𝑙 decisions {𝑌1, ⋯ , 𝑌𝑙}.

• For each decision 𝑌𝑘, we build a classifier ℎ𝑘(𝒛𝑘).

• The soft intervention for deploying all these models is 𝑑𝑜(ℎ1, ⋯ , ℎ𝑙).

𝑌1 = ℎ 𝑋1

𝑋2 | 𝑑𝑜 𝑌1 = ℎ 𝑋1

𝑌2 = ℎ 𝑋2 | 𝑑𝑜 𝑌1 = ℎ 𝑋1
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Loss Function and Fair Constraints

• Traditionally, classification error of classifier ℎ: 𝒁 ↦ 𝑌 is

• Under soft intervention of deploying all models, for classifier ℎ𝑘

• Similarly, fairness constraints are given by total effect

𝑅 ℎ = 𝔼𝒁 𝑃 𝑌 = 1 𝒛 𝟏ℎ 𝒛 <0 + 𝑃 𝑌 = 0 𝒛 𝟏ℎ 𝒛 ≥0

𝑅 ℎ𝑘 = 𝔼𝒁𝑘|𝑑𝑜(ℎ1,⋯,ℎ𝑙) 𝑃 𝑌 = 1 𝒛𝑘 𝟏ℎ 𝒛𝑘 <0 + 𝑃 𝑌 = 0 𝒛𝑘 𝟏ℎ 𝒛𝑘 ≥0

𝑇 ℎ𝑘 = 𝑃 𝑌 = 1 𝑑𝑜 𝑆 = 1, ℎ1, ⋯ , ℎ𝑙 − 𝑃 𝑌 = 1 𝑑𝑜 𝑆 = 0, ℎ1, ⋯ , ℎ𝑙
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Deriving Loss Function and Fair Constraints 
with Observed Data

• Loss function

• Fair constraint
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Problem Formulation for Fair Multiple 
Decision Making

• The problem of fair multiple decision making for 𝒀 = {𝑌1, ⋯ , 𝑌𝑙} is 
formulated as the following constrained optimization problem:

min
ℎ1,⋯,ℎ𝑙∈ℋ



𝑘=1

𝑙

𝑅𝜙(ℎ𝑘) 𝑠. 𝑡. ∀𝑘, −𝜏𝑘 ≤ 𝑇𝜙 ℎ𝑘 ≤ 𝜏𝑘

where 𝑅𝜙(ℎ𝑘) and 𝑇𝜙(ℎ𝑘) are smoothed loss function and fair 

constraint.
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Excess Risk Bound

• For any classification-calibrated surrogate function 𝜙 satisfying 
𝜙 0 = 1 and 𝑖𝑛𝑓

𝛼∈ℝ
𝜙 𝛼 = 0, any measurable function ℎ𝑘 for 

predicting 𝑌𝑘, we have

𝜓 𝑅 ℎ𝑘 − 𝑅∗ ≤ 𝑅𝜙 ℎ𝑘 − 𝑅𝜙
∗

where 𝜓 is a non-decreasing function mapping from [0,1] to [0,∞).
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Experiments

• Data:

– Synthetic data: – Adult data:
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Experiments

Table 1: Accuracy and unfairness from Unconstrained, Separate, Serial and Joint methods 
on synthetic and Adult data (bold values indicate violation of fairness).
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Conclusions

• Proposed an approach that learns multiple fair classifiers from a 
static training dataset.

• Treated the deployment of each classifier as a soft intervention 
and inferred the distributions after the deployment as post-
intervention distributions.

• Adopted surrogate functions to smooth the loss function and fair 
constraints to formulate the fair classification problem as a 
constrained optimization problem.

• Theoretically analyzed excess risk bound.

• Conducted experiments on both synthetic and real-world datasets.
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